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1/ short description 

Recent models for image classification and segmentation have achieved excellent performance. 
However, to ensure the reliability of the results produced when the data comes from a real 
uncontrolled environment, it is necessary to be able to decide whether a new observation belongs 
to the distribution of observations used for training, or not. It is also useful to be able to determine 
whether these outliers do not come from a new class of data.  

The project proposes to tackle these problems using different approaches, with the aim of keeping 
these models unchanged to guarantee their initial performance. The considered methods could 
be based on statistical methods or machine learning approaches.   

 

2/ Laboratory 

This thesis project will be carried out within the Laboratoire Informatique et Société Numérique 
(LIST3N), a Research Unit of the Université de Technologie de Troyes (UTT). Research at LIST3N is 
structured around four axes: data processing, optimization, networks, technologies and 
practices. LIST3N also relies on several UTT institutes, industrial chairs and technology platforms. 

This project will be developed in the data processing team, which research topics are decision 
and estimation, process modeling and diagnostics, based on shared expertise in statistics. In 
recent years, the members of this team have also developed expertise in the fields of machine 
learning and artificial intelligence for processing data from different observation systems. 

 

3/ Project 

Introduction / context: 

Anomaly detection is an important topic in data analysis. The definition of an anomaly may vary 
according to the field of application or the objective pursued, but it is generally considered to be 
an observation that deviates considerably from the rest of the observations, as if generated by a 
different process. So, in some cases, anomaly detection can help improve data quality by 
removing or replacing abnormal data. In other cases, the anomalies reflect an event and provide 
useful new knowledge. For example, anomaly detection can prevent material damage and thus 
encourage preventive maintenance in the industrial sector. They can also be a sign of the 
presence of a new phenomenon that we need to try and take into account, such as the detection 
of a new class linked, for example, to the appearance of a new model of vehicle, aircraft or other 
in surveillance applications. 
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In recent years, models for image classification and segmentation have achieved excellent 
performance. However, the deployment of these models in operational contexts requires that 
they are not only efficient, but also robust in the face of any new situation varying more or less 
strongly from those encountered during the learning process. It has been shown that, 
unfortunately, these models can provide a very high level of confidence in a result when it is not 
correct. It is therefore necessary to develop methods to reduce the risk of error. To do this, it is 
necessary to better understand and explain the decisions made, to be able to detect any decision 
errors potentially linked to the presence of an anomaly. The development of these methods, which 
will be the subject of this project, will be of interest in a several ways: detecting and processing 
anomalies, gaining a better understanding of decision-making, providing an operator with a level 
of confidence in the decision, etc.  

 

 Work plan:  

Based on the results of previous work such as [ACRE_20] and the results of master's degree 
internships, we will be looking at anomaly detection methods that are independent of the 
classifier/segmentation models implemented to avoid modifying their intrinsic performance. In 
fact, some solutions involve modifying the model at the risk of altering its performance. Moreover, 
these solutions inevitably require new learning stages. Our preferred approach, which consists in 
adding detection to the model, seems to us to be much better and less impactful for the models. 
Among the methods, the generalized ODIN approach [HSU_20] to lead to accurate results. In 
brief, it consists of using a trained classifier model, a statistical criterion and input pre-processing 
to construct a statistic for each input, enabling anomalies to be detected. The generalized version 
also makes it possible to construct a criterion without the explicit use of outliers, which also 
seems to us to be a good way of proceeding given the lack of available information on the 
distribution of data to be excluded. There exist approaches based on statistical tests such as 
[HAR_22]. It's this type of method that we want to put in place as a priority. 

Another area of interest is the use of 'prototypes' combined with other elements such as auto-
encoders [LAI_21]. Data prototypes are elements that reflect the characteristics of class data or 
groups of class data. They are used in certain approaches, notably for learning with little data. The 
idea here would be to exploit a more generic representation of the spaces linked to known classes 
defined using these prototypes and to anomalies that deviate from them. 

 

In all cases, our aim will be to propose one or more anomaly detection methods that can be 
deployed on existing models without modifying them, in order to avoid any loss of performance 
and any need to re-learn the models; an operation that can be very costly in terms of computing 
power in certain cases (often several million parameters to optimize). From this point on, another 
objective of this work will be to use this detector to highlight the possible existence of a hierarchy 
of relevant information characteristic of the classes to be identified in the data (not used during 
the learning phase). This novelty detection is also a problem that remains open, especially when 
we're trying to achieve a certain genericity in the method. 

So, the aim of the project is to exploit these different elements to achieve a better understanding 
of decision-making in a model. 

 



The project can be developed in three phases: 

- Phase one: bibliographical study and implementation of existing solutions to assess their 
performance, limitations... Based on this initial work, proposal and evaluation of variants to 
perfect understanding and mastery of these tools and methods. 

- Phase two: proposal of new approaches with the aim of remaining as generic as possible (i.e. 
application-independent). We can consider different approaches: statistical, learning, … 

- Phase three: evaluation for different applications (anomaly detection, novelty detection) and 
databases. 
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